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1
METHOD OF GENERATING A RECIPE FOR
A MANUFACTURING TOOL AND SYSTEM
THEREOF

FIELD OF THE INVENTION

The present invention relates, in general, to methods and
systems for specimen manufacturing processes and, more
particularly, to methods and systems of automated recipe
generation using design data.

BACKGROUND OF THE INVENTION

In the semiconductor industry, devices are fabricated by a
number of manufacturing processes producing structures of
an ever-decreasing size. Thus, manufacturing processes, such
as inspection, metrology, and review processes require
increased precision and effectiveness for manufacturing
specimens. The term “specimen” used in this specification
should be expansively construed to cover any kind of wafer,
reticle and other structures, combinations and/or parts thereof
used for manufacturing semiconductor integrated circuits,
magnetic heads, flat panel displays, and other thin film
devices.

Manufacturing processes, such as inspection, metrology,
and review of specimens, can include recognition of struc-
tural elements, measuring, calibration, monitoring, inspec-
tion, review and analyses of defects, reporting and/or other
procedures necessary for evaluating parameters and/or con-
ditions of respective manufacturing processes and providing
necessary feedback. A variety of manufacturing tools can be
based on non-destructive observations as, by way of non-
limiting example, scanning electron microscopes, atomic
force microscopes, optical inspection tools and others, and
used for inspection, metrology, and review processes. As
manufacture control requirements become more challenging,
recipe generation for processes, such as inspection, metrol-
ogy and review processes, has also become highly complex.

The volume of measurements and the complexity of reci-
pes in state-of-the-art specimen manufacturing have made the
conventional manual (or semi-manual) process of creating
the recipes increasingly problematic. Emerging techniques of
automated recipe generation can improve production time
and development, and reduce chances of errors.

Problems of automated recipe generation have been recog-
nized in the conventional art and various systems have been
developed to provide solutions. For example, a conventional
system for creating an inspection recipe includes an inspec-
tion target selection module selecting an inspection target; a
critical area extraction module extracting corresponding criti-
cal areas for defect sizes in the inspection target; a defect
density prediction module extracting corresponding defect
densities predicted by defects to be detected in the inspection
target for the defect sizes; a killer defect calculation module
calculating corresponding numbers of killer defects in the
defect sizes based on the critical areas and the defect densi-
ties; and a detection expectation calculation module calculat-
ing the number of killer defects expected to be detected for
prospective inspection recipes determining rates of defect
detection for the defect sizes, based on the number of killer
defects and the rates of defect detection prescribed in the
prospective inspection recipes.

Another conventional method for creating an inspection
recipe includes acquiring a first design and one or more char-
acteristics of output of an inspection system for a wafer on
which the first design is printed using a manufacturing pro-
cess. The method also includes creating an inspection recipe
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for a second design using the first design and the one or more
characteristics of the output acquired for the wafer on which
the first design is printed. The first and second designs are
different. The inspection recipe will be used for inspecting
wafers after the second design is printed on the wafers using
the manufacturing process.

Conventional recipe generations solutions generate recipes
based on wafers that have been produced. Traditional solu-
tions rely on a first wafer to be manufactured, capture an
image ofthe wafer, examine the produced wafer, and generate
a recipe based on the analysis of the examined wafer. Typi-
cally, a user inputs data from the produced wafer to generate
arecipe. Thus, the recipe generation process in existing solu-
tions is a time consuming and cumbersome process.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention is illustrated by way of example, and
not by way of limitation, in the figures of the accompanying
drawings in which like references indicate similar elements.
It should be noted that different references to “an” or “one”
embodiment in this disclosure are not necessarily to the same
embodiment, and such references mean at least one.

FIG. 1 illustrates an exemplary workflow for specimen
design and fabrication, in accordance with embodiments of
the invention;

FIG. 2 is a diagram illustrating an exemplary component
that can comprise one of many dies in a wafer;

FIG. 3 illustrates a schematic functional diagram of a peri-
odicity identification unit in accordance with certain embodi-
ments of the presently disclosed subject matter;

FIG. 4 illustrates a generalized flow chart of computerized
recipe creation in accordance with certain embodiments of
the presently disclosed subject matter;

FIGS. 5A-5D illustrate non-limiting examples of sche-
matic instances of basic cells and respective periodical arrays
in accordance with certain embodiments of the presently
disclosed subject matter;

FIGS. 6A-6F illustrate non-limiting examples of sche-
matic instances of simple arrays in accordance with certain
embodiments of the presently disclosed subject matter;

FIGS. 7A-7C illustrate non-limiting examples of sche-
matic instances of aggregated periodical areas in accordance
with certain embodiments of the presently disclosed subject
matter;

FIGS. 8A-8C illustrate non-limiting examples of sche-
matic instances of overlapping periodical areas in accordance
with certain embodiments of the presently disclosed subject
matter;

FIGS. 9A-9B illustrate non-limiting examples of sche-
matic instances of further adjusting the periodicity values in
accordance with certain embodiments of the presently dis-
closed subject matter;

FIG. 10 illustrates non-limiting examples of schematic
instance of a periodical area with repetitiveness breakers in
accordance with certain embodiments of the presently dis-
closed subject matter;

FIG. 11 illustrates a schematic functional diagram of a
manufacturing tool; and

FIG. 12 is a diagram of one embodiment of a computer
system for generating a recipe for a manufacturing tool.

DETAILED DESCRIPTION OF EMBODIMENTS

Embodiments of the invention are directed to a method and
system for creating a recipe for a manufacturing tool. A com-
puter creates a recipe for a manufacturing tool based on
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design data. The computer obtains the design data, which
includes basic elements and hierarchical levels correspond-
ing to the basic elements. The computer selects one or more
basic elements of interest and generates one or more sets of
simple array cells corresponding to a level of interest. The
computer uses the sets of simple array cells to identify peri-
odical areas in level-of-interest coordinates to enable auto-
mated recipe creation. The periodical areas are identified with
respect to one or more basic elements.

Embodiments of the invention significantly reduce the
amount of processing time and the amount resources used to
generate a recipe by using wafer-independent data. Rather
than waiting for a wafer to be produced and examining and
gathering data from a produced wafer, embodiments analyze
design data to identify repetitive areas in the design data. The
analysis of the design data can be done offline from a manu-
facturing process and in parallel to a manufacturing process.
The analysis of the design data can be done in advance of
producing a first wafer. Embodiments canuse the results from
identifying repetitive areas in the design data to generate a
recipe, such as an inspection recipe, for a manufacturing tool.
For example, the results from identifying repetitive areas in
the design data can be used to determine whether to inspect a
wafer using a cell-to-cell approach and/or a die-to die
approach. For instance, when repetitive areas are identified in
the design data, a recipe that applies a cell-to cell approach
can be generated.

Embodiments enable a decision of whether to perform
die-to-die inspection or cell-to-cell inspection to be made in
an automatic manner by basing the decision on design data,
rather than on data that is derived directly from a produced
wafer. Embodiments further reduce the amount of processing
time to generate a recipe by analyzing sets of simple array
cells at different hierarchical levels, instead of analyzing sets
of coordinates of all anchor points of a large number of basic
cells. Embodiments further provide a more reliable process
for creating a recipe. Conventional recipe generation solu-
tions use data derived directly from a produced wafer, which
contains errors, to generate a recipe. Embodiments use design
data to create a recipe and enable a decision of whether to
inspect a wafer using a cell-to-cell approach to be made
without compensating for the errors that are usually associ-
ated with information derived from the wafer.

FIG. 1 illustrates an exemplary workflow for specimen
design and fabrication, in accordance with embodiments of
the present invention. The term “specimen” used in this speci-
fication should be expansively construed to cover any kind of
wafer, reticle and other structures, combinations and/or parts
thereofused for manufacturing semiconductor integrated cir-
cuits, magnetic heads, flat panel displays, and other thin film
devices. For brevity and simplicity, a wafer 110 is used as an
example throughout this document. For purpose of illustra-
tion only, the following description is provided with respect to
inspection of semiconductor wafers. Embodiments are appli-
cable to other manufacturing operations and other specimens.

As illustrated, wafers 110 may be produced in accordance
with a design 120, via a fabrication process 130 controlled by
a set of process parameters 135. The design 120 can be stored,
for example, in a CAD library in a data store. The design 120
can include a computer automated design (CAD) model for a
specimen, for example, in a graphics from (such as GDS,
GDS-IL, and the like). The process parameters 135 may
include a wide variety of parameters, for example, lithogra-
phy parameters, etch parameters, and any other type of
parameters. A data store can be a persistent storage unit. A
persistent storage unit can be a local storage unit or a remote
storage unit. Persistent storage units can be a magnetic stor-
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4

age unit, optical storage unit, solid state storage unit, elec-
tronic storage units (main memory), or similar storage unit.
Persistent storage units can be a monolithic device or a dis-
tributed set of devices. A ‘set’, as used herein, refers to any
positive whole number of items.

The wafers 110 can undergo one or more manufacturing
processes using one or more manufacturing tools. Examples
of manufacturing processes can include, and are not limited
to, a fabrication process 130, an inspection process 140, a
metrology process 150, and defect review process 160.
Examples of manufacturing tools can include, and are not
limited to, an inspection tool 141, a metrology tool 151, a
defect review tool 161, tools for the fabrication process, etc.
FIG. 11 describes an exemplary manufacturing tool using a
scanning electron microscope (SEM) in greater detail below.

As part of the inspection process 140, an inspection tool
141 can identify locations of defects in the wafers 110. The
inspection process 140 may be performed using any suitable
type defect inspection system, such as a Dark Field, Bright
Field or E-Beam inspection system. While shown as a sepa-
rate process in FIG. 1, the inspection process 140 may, in
some cases, be performed inline with the fabrication process
130. As part of a metrology process 150, a metrology tool 151
can perform wafer measurement, such as measuring wafer
bow, resistivity, wrap, site, flatness, and thickness. A metrol-
ogy tool 151 can be used for testing, but can have other
applications such as monitoring environmental parameters
and provision of real-time data on acoustics, vibrations, and
temperature in the lab. A metrology tool 151 can perform
other tasks, such as holding, joining, separating, soldering,
etc. An automated defect review process 160 can include a
review tool 161 to process defect data in an effort to extract
information that may be used to gain insight into design
process. For example, the automated defect review process
160 may extract information leading to modifications to
improve the design data 125 or adjusting the fabrication pro-
cess 130 to improve the processes.

The inspection process 140 can identify the defects for the
review process 160. Various inspection tools 141 may be
utilized, including those in which a view of a wafer 110 (or
other device or object) is compared to one or more reference
views showing how the wafer 110 should appear in a defect-
free state. A reference image or images may be used for the
comparison. For example, a reference image may depict or
may be based at least in part on other portion(s) of the same
wafer that (ideally speaking) contain the same structural fea-
tures.

Wafers 110 can be inspected using die-to-die comparison
or cell-to-cell comparison. An image of a wafer 110 may be
obtained and the cells or dies shown therein can be inspected
using any combination of appropriate die-to-die or cell-to-
cell inspection methods. For instance, an example of a com-
ponent that may be included in a wafer 110 is shown in FIG.
2. For instance, the component shown in FIG. 2 may comprise
one of many dies in a wafer 110. The component may include
areas that are best inspected using die-to-die inspection, such
as the periphery 201 area which may comprise, for example,
logic components. Such areas may be checked for defects by
comparison to one or more reference dies.

However, in other situations, cell-to-cell inspection may be
desired. For example, the device shown in FIG. 2 includes a
number of (ideally) identical memory cells 205 of one or
more types in the interior. For such cells 205, cell-to-cell
inspection may be preferable since adjacent or nearby cells
within the same die may be more similar than cells between
adjacent dies. The similarities may be due to process condi-
tions and/or the inspection tool 141 itself. For instance, dif-
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ferences due to illumination, focus, or other optical irregu-
larities may be less pronounced within a die as compared to
between dies.

Returning to FIG. 1, inspection of wafers is provided in
accordance with a manufacturing recipe (e.g., inspection
recipe). As part of creating a recipe for inspection of a given
wafer or layer of a wafer, a recipe can designate different
areas of the wafer to different types of inspection. By way of
non-limiting example, a recipe can designate areas as masked
regions, die-to-die inspection regions, or cell-to-cell inspec-
tion regions. By way of non-limiting example, cell-to-cell
inspection (i.e. inspection provided to periodical die areas
with periodicity less than dies) can be preferable when adja-
cent or nearby areas within the same die are more similar than
areas belonging to different dies. Some areas of a given wafer
(e.g., periphery area comprising logic components) can be
preferably inspected using a die-to-die method. Other areas
(e.g., areas comprising pluralities of identical cells of one or
more types) can be preferably inspected using a cell-to-cell
method. Certain areas of wafers can be inspected using any
appropriate combination of die-to-die and/or cell-to-cell
inspection methods.

Regions of the wafer can be designated to a certain type of
inspection in accordance with images (e.g., SEM images) of
a semiconductor structure that are obtained using a manufac-
turing tool and/or based on non-image data, such as, for
example, wafer design specifications.

In one embodiment, one or more manufacturing tools (e.g.,
inspection tool 141, metrology tool 151, review tool 161) can
include a recipe creation unit 190 to generate a manufacturing
recipe. The term “manufacturing recipe” or “recipe” used in
the specification should be expansively construed to cover
any settings of parameters specifying operation of one or
more manufacturing tools (e.g. region-of-interest to be
inspected, its location and repeat period on the wafer, the
pixel size, beam current, charging conditions and image
acquisition conditions, defect detection algorithm, image
processing parameters, and/or others).

In another embodiment, one or more computers 180 can
include a recipe creation unit 190 to generate a recipe for
inspecting a wafer 110. A computer 180 can be coupled to one
or more manufacturing tools (e.g., inspection tool 141,
metrology tool 151, review tool 161). In one embodiment, a
computer 180 communicates to the one or more tools via a
network. In another embodiment, one or more servers 170 can
include a recipe creation unit 190. A server 170 can be
coupled to one or more manufacturing tools. A server 170 can
be hosted by any type of computing device including server
computers, gateway computers, desktop computers, laptop
computers, hand-held computers or similar computing
device. In one embodiment, the server 170 communicates to
the one or more tools via a network (not shown). The network
can be a local area network (LLAN), a wireless network, a
mobile communications network, a wide area network
(WAN), such as the Internet, or similar communication sys-
tem.

As part of generating an inspection recipe comprising cell-
to-cell inspection, there is a need to recognize respective die
partitions, i.e. to identify repetitive pattern areas and repeti-
tiveness parameters thereof.

The terms “repetitive pattern area”, repetitive area”, “peri-
odical pattern area” or “periodical area” used in the specifi-
cation should be equally and expansively construed to cover
any die area where the pattern is invariant under shift trans-
formation with some shift value, i.e. is periodical regarding
some periodicity value(s) (referred to hereinafter also as
“repetitiveness parameter(s)).
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Unlike conventional recipe generation solutions which rely
for wafers to be produced and use data from the produced
wafers to recognize respective die partitions for generating an
inspection recipe, a recipe creation unit 190 can include a
periodicity identification unit 195 to use design data 125 to
identify periodical areas in the design data 125 for a wafer and
a recipe can be generated based on the identified periodical
areas from the design data 125 for a wafer. The design data
125 can be a subset of data that is stored in a CAD library and
can be in a different format than the data that is stored in a
CAD library. The design data 125 can be stored in a data store
coupled to a periodicity identification unit 195.

The design data 125 can include basic elements and hier-
archical levels corresponding to the basic elements. The peri-
odicity identification unit 195 can select one or more basic
elements of interest from the design data 125 and generate
one or more sets of simple array cells to correspond to a level
of'interest. The periodicity identification unit 195 can use the
one or more sets of simple array cells to identify periodical
areas in level-of-interest coordinates in the design data 125 to
enable automatic recipe creation. The periodicity identifica-
tion unit 195 can identify the periodical areas with respect to
one or more basic elements. A location of a certain periodical
area can be defined in different coordinates (e.g., coordinate
system characterizing the lowest layer of a wafer, coordinate
system characterizing the top layer of a wafer, etc.)

A determination can automatically be made, for example,
by a recipe creation unit 190, of whether to inspect wafers 110
using a die-to-die approach and/or a cell-to-cell approach. A
cell-to-cell approach can be used if, for example, the period-
icity identification unit 195 identifies a minimum number of
periodical areas are present in the design data 125 for a wafer.

FIG. 3 is a block diagram of one embodiment of a period-
icity identification unit 300 for using design data to generate
a recipe for a manufacturing tool. The periodicity identifica-
tion unit 300 may be the same as the periodicity identification
unit 195 in FIG. 1. The periodicity identification unit 300
comprises a design data module 350 configured to obtain and
handle design data, to provide necessary transformation of
design data (e.g., datain CAD library) coordinates, to identify
cells corresponding to the design data, and to assign to the
cells respective hierarchical levels. The design data module
350 is operatively coupled to a generator of basic cells 301, to
a generator of simple array cells 302 and to identifier of
periodical areas 303.

The generator of basic cells 301 is configured to enable a
user and/or computerized process to define the basic elements
of interest and to generate a respective set of basic cells. The
generator of simple array cells 302 is operatively coupled to
the generator of basic cells module 301 and configured to
generate, in accordance with the set of basic cells, the set of
simple array cells for the level of interest.

The identifier of periodical arecas 303 is operatively
coupled to the generator of simple array cells 302 and is
configured to identify the final set of periodical areas (includ-
ing periodicity values) using the set(s) of simple array cells.
The final set of periodical areas is further stored and handled
in a storage module 309 of periodical areas operatively
coupled to the identifier of periodical areas 303. The storage
module 309 canbe a data store. A data store can be a persistent
storage unit. A persistent storage unit can be a local storage
unit or a remote storage unit. Persistent storage units can be a
magnetic storage unit, optical storage unit, solid state storage
unit, electronic storage units (main memory), or similar stor-
age unit. Persistent storage units can be a monolithic device or
a distributed set of devices. A ‘set’, as used herein, refers to
any positive whole number of items. The identifier of peri-
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odical areas 303 can further comprise a generator of simple
periodical areas 304 configured to identify in top-level coor-
dinates periodical areas with respect to each basic cell; an
adjusting module 305 configured to adjust the generated
simple and/or aggregated periodical areas; an overlapping
module 306 configured to identify overlapping between peri-
odical areas corresponding to different basic cells and/or
combinations thereof and to amend the periodical areas
accordingly; a filtering module 307 configured to enable that
periodical areas in the final set match a size-related criteria;
and a verifying module 308 configured to enable repetitive-
ness of the generated periodical areas in view of repetitive-
ness breakers. Repetitiveness breakers are design data ele-
ments on the level-of-interest overlapping with a periodical
area and not repetitive with the periodicity value of the peri-
odical area.

The filtering module 307 can provide further filtering after
the verification process. The filtering module 307 can filter
out or remove periodical areas such that the final set of peri-
odical areas satisfies size-related criteria. The criteria can be
pre-defined and/or adapted per recipe purposes, filtering
results, tool parameters, etc. The storage module 309 can be
further configured to store data necessary for operation of
modules 304-308 and the entire module 303, as well as to
update the accommodated final set of periodical areas in
accordance with data received from module 303. The storage
module 309 is further operatively coupled to a recipe genera-
tor interface 310 enabling using the generated periodical area
for further computerized recipe generation. By way of non-
limiting example, the recipe generation interface can provide
necessary rounding and/or multiplication of periodicity val-
ues in order to match requirements of a manufacturing tool
(e.g., an inspection tool) and/or manufacturing process (e.g.,
inspection process).

Those versed in the art will readily appreciate that the
teachings of the presently disclosed subject matter are not
bound by the system illustrated in FIG. 3, equivalent and/or
modified functionality can be consolidated or divided in
another manner and can be implemented in any appropriate
combination of software, firmware and hardware.

FIG. 41s a flow diagram of an embodiment of a method 400
for creating a recipe using design data in accordance with
certain embodiments. Method 400 can be performed by pro-
cessing logic that can comprise hardware (e.g., circuitry,
dedicated logic, programmable logic, microcode, etc.), soft-
ware (e.g., instructions run on a processing device), or a
combination thereof. In one embodiment, method 400 is per-
formed by a periodicity identification unit 195 in FIG. 1. The
periodicity identification unit can be configured as a standa-
lone tool to be used in conjunction with manufacture of a
specimen or can be, at least partly, integrated with a process-
ing unit. In one embodiment, initial die partitioning can be
provided off-line, and further adjusted in accordance with a
metrology tool and/or metrology process requirements.

The term “design data” used in the specification should be
expansively construed to cover any data indicative of hierar-
chical physical design (layout) of a specimen and/or data
derived from the physical design (e.g. through complex simu-
lation, simple geometric and Boolean operations, etc.).
Design data (e.g., design data 125 in FIG. 1) can be provided
in different formats as, by way of non-limiting example,
GDSII format, OASIS format, etc.

As known in the contemporary art, a structural element can
be constructed as geometrical shapes or geometrical shapes
combined with insertion of other structural elements. By way
of non-limiting example, a given structural element can com-
prise one or more STRUCTURE elements inserted by means
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8
of SREF, AREF directives in GDSII format, or can comprise
one or more CELL elements inserted by means of PLACE-
MENT and REPETITION (OASIS format).

A structural element with certain geometrical characteris-
tics and corresponding to one or more geometrically identical
structural elements (i.e. elements with the same dimensions,
shape, orientation and design layer number) comprised in a
design data library (or similar data structure) is referred to
hereinafter as a “basic element”.

For purpose of illustration only, the following description
is provided with respect to basic elements characterized by an
external rectangular boundary respectively parallel to an X
and Y axis whose location (referred to hereinafter as an
anchor point) selected as being in the low left corner of the
rectangle. Those versed in the art will readily appreciate that
the teachings of the presently disclosed subject matter are,
likewise, applicable to other external boundaries, and/or other
selection of anchor points.

A design library is constituted by structural elements
which, in accordance with certain embodiments, the period-
icity identification unit is configured to process to identify
basic elements. A certain basic element is a “virtual structure”
is not defined “per se” in the design library, but can corre-
spond to one or more structural elements in the design library.
The periodicity identification unit can obtain and analyze
design data in order to identify all basic elements derived
from the design data and corresponding to structural elements
comprised in the design library. Geometrically identical ele-
ments with different names can be represented by the same
basic element. The periodicity identification unit is further
configured to assign to each basic element a respective hier-
archical level value, and to assign, when appropriate, a par-
ent-child relationship between the basic elements. Alterna-
tively or additionally, the periodicity identification unit can
obtain design data and/or derivatives thereof with already
identified basic elements and the hierarchical levels corre-
sponding to the identified basic elements.

At block 401, the periodicity identification unit assigns a
hierarchical level to the basic elements as follows:

a lowest hierarchical level (H,) is assigned to the basic

elements having no insertions of other basic elements;
a next hierarchical level H, is assigned to the basic ele-
ments that have insertions of at least one basic element
while all inserted elements belong to level Hy;

hierarchical level H,, is assigned to basic elements that
have insertions of basic elements with hierarchical lev-
els less or equal to n—1, while at least one inserted basic
element has an H,,_; hierarchical level.

An insertion is an operation on elements in CAD. An
anchor point, also known as insertion point, is a characteristic
of an insertion location.

Upon assigning hierarchical levels to the basic elements,
the periodicity identification unit receives user input of a
selection one or more basic elements assumed to compose
(explicitly or implicitly by composing other structural ele-
ments of higher level(s)), the repetitive pattern areas to be
inspected. The selected basic elements that cannot be decom-
posed in any other basic elements among the selected basic
elements are referred to hereinafter as “basic cells”. At block
403, the periodicity identification unit receives user input to
define a set of basic cells of a specimen each characterized by
respective hierarchical level Hi. FIG. 5A illustrates an exem-
plary set of three basic cells of a specimen. A basic cell 502
“cell” with anchor point 1 504 is composed of perpendicular
rectangles constituting a T-shape. A basic cell 506 “cell11” is
composed of a combination of a basic cell 502 celll and
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reflection of basic cell 502 cell 1 with anchor point 11 508. A
basic cell 512 “cell2” is composed of a single rectangle with
anchor point 2 514.

Different basic cells in the set can be characterized by
different hierarchical levels. Alternatively or additionally, the
user input can include one or more combinations of the basic
cells (including results of their rotation and/or reflection). For
example, basic cell 506 is a combination can be of a basic cell
502 and a reflection of a basic cell 502. Such combinations are
also referred to hereinafter as basic cells. The hierarchical
level of a combination of basic elements corresponds to the
highest hierarchical level of a basic element among the ele-
ments in the combination.

Alternatively or additionally, the set of basic cells can be
defined using a computerized process in accordance with a
certain design and/or inspection related criteria. Alternatively
or additionally, the basic cells can be defined using a comput-
erized process in accordance with a user input (e.g. required
hierarchical levels of basic cells, selection of an area suppos-
edly comprising the basic cells of interest, etc.).

FIG. 5B illustrates a non-limiting example of a repetitive
pattern area 550 of one or more basic cells to produce a
periodical array. A repetitive pattern area 550 can be a rect-
angular area. A rectangular area constituted by a set of
instances ofa basic cell (e.g., cell 502 celll) is further referred
to as an MxN periodical array if coordinates of anchor points
of the respective instances of the basic cell satisfy a repeti-
tiveness criterion. In accordance with certain embodiments,
the repetitiveness criterion can define requirements for coor-
dinates of anchor points of instances of a given basic cell to
determine whether a rectangular area having instances of a
basic cell is a MxN periodical array. In accordance with
certain embodiment, the repetitiveness criterion is as follows:

(X, V,)=(X,, Y, )+(m*StepX,n* Step Y) (equation 1),

where (X,,,Y,,) are coordinates of respective anchor points
in a coordinate system of the above rectangular area; m=0,
1,...,M-1;n=0, 1, ..., N-1; and repetitiveness parameters
StepX and StepY are positive constants.

The anchor points’ coordinates of the instances of the basic
cell 502 “celll” in the repetitive pattern area 550 satisfy the
repetitiveness criterion (eq. 1) with StepX=Cx and StepY=Cy
(“Cx” denotes periodicity values in X direction, and “Cy”
denotes periodicity values in Y direction). Accordingly, the
illustrated set of basic cells 502 celll in repetitive pattern area
550 constitutes a 4x3 periodical array.

FIG. 5C illustrates another non-limiting example of a
repetitive pattern area 570 of one or more basic cells to
produce a periodical array. The anchor points’ coordinates of
the instances of basic cell 506 “cell11” in the repetitive pat-
tern area 570 satisty the repetitiveness criterion (eq. 1) with
StepX=Cx and StepY=Cy. The sets of basic cell 506 cell1l in
the repetitive pattern area 570 constitute a 2x3 periodical
array.

FIG. 5D illustrates yet another non-limiting example of a
repetitive pattern area 590 of one or more basic cells to
produce a periodical array. The coordinates of the insertions
of'the basic cell 502 “cell1” satisfy the repetitiveness criterion
(eq. 1) with StepX=Cx and StepY=Cy. The coordinates of the
insertions of the basic cell 512 “cell2” satisfy the repetitive-
ness criterion (eq. 1) with StepX=Cx and StepY=Cy. Accord-
ingly, the repetitive pattern area 590 comprises a 2x3 periodi-
cal array of cell 502 and 2x3 periodical array of cell 2 512.

In general, repetitive pattern area(s) at a level of interest
(referred to hereinafter as a top level) can be defined by
analyzing a set of coordinates of all anchor points of each
basic cell comprised in the design data to define the periodical
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areas, including explicit insertions of basic cells and implicit
insertions (when a certain basic cell has been inserted into a
cell of a higher level and its insertion coordinates have been,
finally, transformed into top-level coordinates). However,
such a set of coordinates can be of huge size and generation of
the set and an attempt of a repetitiveness analyses can take an
unreasonable amount of time.

In accordance with certain embodiments, instead of ana-
lyzing the set of coordinates of all anchor points of each basic
cell in a repetitive pattern area, the periodicity identification
unit generates and analyses simple arrays of the basic cells.
The term “simple array of a given basic cell” used in this
specification should be expansively construed to cover any set
of insertions of this given basic cell characterized by that the
coordinates of respective anchor points satisfy the repetitive-
ness criterion, i.e. the simple array of the given basic cell
constitutes a repetitive pattern area with respect to the given
basic cell. For example, if “CellB” comprises MxN periodical
array of “CellA” insertions, then “CellB” comprises simple
array of “CellA”. Those versed in the art will readily appre-
ciate that “CellA” can be also considered as a cell comprising
1x1 simple array of “CellA”.

FIGS. 6 A-6F are schematic instances of exemplary simple
arrays. FIG. 6A illustrates cell3 602 comprising two inser-
tions of celll in horizontal order. The cells are characterized
by anchor point 604. These insertions satisfy the repetitive-
ness criterion and hence, cell 3 602 comprises a 2x1 simple
array of celll. FIG. 6B illustrates celld 606 comprising two
insertions of celll in vertical order. The cells are characterized
by anchor point 608. These insertions satisfy the repetitive-
ness and, hence, cell 4 606 comprises a 1x2 simple array of
celll. FIG. 6C illustrates cell 6 610 comprising two insertions
of cell 3 in vertical order. The cells are characterized by
anchor point 612. The two insertions of cell 3 in vertical order
correspond to four insertions of celll, which satisfies the
repetitiveness criterion for the insertions of celll, and hence,
cell 6 610 comprises a 2x2 simple array of celll. FIG. 6D
illustrates cell6 614 comprising one insertion of cell 5 and one
insertion of cell4. Cell5 corresponds to two insertions of
cell3. Cell4 corresponds to two insertions of celll. The cells
are characterized by anchor point 616. Each cell3 corre-
sponds to two insertions of celll in a horizontal order, which
satisfies the repetitiveness criterion insertions of celll. Hence,
cell6 614 comprises a 3x2 simple array of celll. FIG. 6E
illustrates cell7 618 comprising a 2x3 simple array of cellll.
The cells are characterized by anchor point 620. FIG. 6F
illustrates cell8 622 comprising a 2x3 simple array of celll
and a 2x3 simple array of cell2. The cells are characterized by
anchor point 624. As illustrated, the same cell can comprise
simultaneously different simple arrays, corresponding to dif-
ferent basic cells. Those versed in the art will readily appre-
ciate that upon rotations with angles divisible by 90° and/or
reflections relatively to coordinate system axes, a given
simple array will remain to be a simple array with modified
repetitiveness parameters.

Referring back to FIG. 4, a basic element of hierarchical
level Hk comprising a simple array of a basic cell is referred
to hereinafter as a “simple array cell of hierarchical level Hk”.
A simple array cell comprises only one simple array ofa given
basic cell, while it can comprise several simple arrays corre-
sponding to different basic cells. A given simple array cell is
characterized by hierarchical level of the basic element and
by repetitiveness parameters and basic cell(s) of respective
simple array(s). A set comprising the simple array cells of
hierarchical levels up to Hk and characteristics thereof is
referred to hereinafter as a “set of simple array cells of hier-
archical level Hk™.
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At block 405, the periodicity identification unit uses the
defined sets of basic cells to generate a top-level set of simple
array cells, the set comprising simple array cells up to the top
hierarchical level (level of interest) and characteristics
thereof. The generated set can comprise all such simple array
cells or, alternatively, only simple array cells selected in
accordance with a predefined criterion.

In accordance with certain embodiments, the top-level set
of simple array cells can be generated as follows:

For a given basic cell characterized by hierarchical level
Hi, the periodicity identification unit identifies all basic ele-
ments of Hi+l hierarchical level comprising respective
simple array and generates a set of simple array cells for level
Hi+l. A cell simultaneously comprising multiple simple
arrays corresponding to different basic cells of hierarchical
level Hi (e.g. as illustrated by cell8 in FIG. 6F) can be
included in the level Hi+1 set several times in accordance
with each respective basic cell. The respective basic cells of
hierarchical level Hi are also included in the set of simple
array cells of Hi+1 hierarchical level, and the set of simple
arrays of level Hi (if there were basic cells at levels less than
Hi).

The periodicity identification unit further traverses design
data from the bottom up, from level Hi+1 to the top level, and
generates for each hierarchical level a respective set of simple
array cells using a respective set generated at a previous level,
thereby generating the top level set of simple array cells.

Thus, at each given hierarchal level, the set of simple array
cells is generated by analyzing, merely, insertions of the cells
from the simple array set generated for a respective previous
level, thereby significantly reducing the required processing.

Optionally, at each hierarchical level, the procedure can
include optimization of the generated set by excluding redun-
dant cells, i.e. cells having child relationship merely with
other cells within the simple array set of a respective level.

Those versed in the art will readily appreciate that in accor-
dance with teachings of the presently disclosed subject mat-
ter, a certain basic element inserted at a given hierarchical
level does not comprise a simple array of any basic cell if this
certain basic element has not been included in the set of
simple array cells of the given hierarchical level. Likewise,
only basic elements comprised in the top-level set of simple
array cells can comprise repetitiveness areas of interest.

At block 407, the periodicity identification unit further
identifies, in the top level coordinates, periodical areas with
respect to each basic cell. For each insertion of a cell com-
prised in the top-level set of simple array cells, the periodicity
identification unit further transforms the repetitiveness
parameters of respective simple array(s) in coordinates of a
level corresponding to the simple array into parameters in
coordinates of the top-level and identifies simple periodical
areas. Each simple periodical area is defined in the top level
coordinates by an external rectangular boundary of respective
simple array.

Those versed in the art will readily appreciate that the
top-level set of simple array cells can be identified in different
manners. By way of non-limiting example, the method can
comprise separately identifying top-level sub-sets of simple
array cells corresponding to different basic cells with further
optional merging. Alternatively or additionally, each top-
level sub-sets of simple array cells can be used for identifying
respective periodical areas with further merging the gener-
ated periodical areas.

The periodicity identification unit further aggregates adja-
cent simple periodical areas corresponding to the same basic
cell into aggregated periodical areas. Whenever possible, the
aggregated periodical areas include several simple periodical
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areas, but still in some cases, the aggregated periodical area
can comprise only a single simple periodical area.

The periodicity identification unit further adjusts (expands
or shrinks) the aggregated periodical areas, and generates an
adjusted boundary of each aggregated periodical area so that
the respective external rectangular boundary is expanded (or
shrunken) by values (Cx-BoxX) and (Cy-BoxY) from both
sides in X and Y directions respectively, where Cx—period-
icity value in X direction, Cy—periodicity value in Y direc-
tion, Box,, Box,—respectively, X and Y sizes of the bound-
ing box of the respective basic cell. When the periodical area
corresponds to one-dimension array(s), the size of the area in
the second direction is defined, respectively, as Box - or Box .

FIGS. 7A-7C are schematic instances of exemplary aggre-
gated periodical areas. FIG. 7A illustrates cell 710 “cell9”
comprising six insertions of cell6. The cells are characterized
by anchor point 715. Accordingly, as illustrated in FIG. 7B,
since each cell6 comprises 3x2 simple array of celll, cell9
comprises six simple arrays of celll. However, cell 9 is not
constituted by a simple array of celll, because 36 insertions of
celll into cell9, combined together, do not match the repeti-
tiveness criterion.

FIG. 7C illustrates insertion of cell9 in a top-level cell. The
insertion 720 of cell9 is provided with reflection regarding the
Y-axis. Those versed in the art will readily appreciate that
upon rotations with angles divisible by 90° and/or reflections
relatively to coordinate system axes, a given simple periodi-
cal area will remain to be a simple periodical area with modi-
fied repetitiveness parameters. Accordingly, six insertions of
simple arrays of celll constitute simple periodical areas 701-
706, each defined in the top level coordinates by external
rectangular boundary of a respective simple array. Upon test-
ing whether the periodicity criterion (e.g., repetitiveness cri-
terion) is satisfied, adjacent simple periodical areas 701-702
are further aggregated into the aggregated periodical area 708
and adjacent simple periodical areas 703-706 aggregated into
the aggregated periodical area 707 are defined by external
boundaries of respective aggregated arrays.

FIG. 8A illustrates an exemplary periodical area (801) and
an exemplary adjusted periodical area (802) corresponding to
the basic celll. FIG. 8A also illustrates an exemplary periodi-
cal area (803) and an exemplary adjusted periodical area
(804) corresponding to the basic cell2. As illustrated, the
periodical areas corresponding to different basic cells over-
lap.

Referring back to FIG. 4, at block 409, the periodicity
identification unit is further operable to identify overlapped
parts between aggregated periodical areas and to identify,
when possible, corresponding combined periodical areas.
Upon identifying a pair of overlapped periodical areas (e.g.
corresponding to two different basic cells or to the same basic
cell), the periodicity identification unit analyses periodicity
values characterizing these periodical areas. If a value Ca of
repetitiveness parameters of one of the areas in X orY direc-
tion is divisible by a value Cb (or another common multiple)
ofrespective repetitiveness parameter of another area without
remainder, the overlapped parts of two adjusted areas are
aggregated into a combined repetitive area, wherein Ca char-
acterizes the repetitiveness of the resulted combined area in
the respective direction with regard to the combination of
respective basic cells, and the boundary of the combined area
is defined by rectangular boundary of the overlapped area.
The combined area can be further adjusted such that the
adjusted boundary rectangle of the combined area is located
within the boundaries of original areas.

In the non-limiting example illustrated in FIG. 8A, illus-
trated periodical areas 801 and 803 overlap, and values Cx1
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and Cyl of repetitiveness parameters of periodical area of
celll for X and Y directions are divisible (equal) by values
Cx2 and Cy2 of repetitiveness parameters of periodical area
of cell2. Accordingly, the periodical areas 801 and 803 have
been combined in X and Y directions into the periodical area
806 characterized by repetitiveness parameters Cx1 and Cy1
with respect to the combination of the basic cells celll and
cell2, while the combined periodical area comprises all cells
from the periodical areas 801 and 803. The periodical area
806 has been further adjusted to the periodical area 805.

In the non-limiting example illustrated in FIG. 8B, illus-
trated periodical areas 807 and 808 partly overlap, and values
Cx1 and Cy1 of repetitiveness parameters of periodical area
of cell for X andY directions are divisible (equal) by values
Cx2 and Cy2 of repetitiveness parameters of periodical area
of cell2. Accordingly, the overlapped parts of the periodical
areas 807 and 808 have been combined in X and Y directions
into the periodical area 809 characterized by repetitiveness
parameters Cx1 and Cy1 with respect to the combination of
the basic cells celll and cell2. The periodical area 807 has
been amended into the periodical area 810, and the periodical
area 808 has been amended into the periodical areca 811. A
periodical area can be amended by removing overlapping
areas.

Referring back to FIG. 4, at block 411, the periodicity
identification unit is further operable to identify the final set of
repetitive areas. For each pair of overlapping aggregated peri-
odical areas, the periodicity identification unit amends the
aggregated periodical areas corresponding to respective basic
cells to exclude the overlapped areas and generates, when
possible, combined repetitive area(s). Likewise, for other
pairs of periodical areas (aggregated/combined, combined/
combined), the periodicity identification unit amends the cor-
responding periodical areas to exclude the overlapped areas
and generates, when possible, combined repetitive area(s).
The process is repeated for all overlapping pairs until there
exists no overlapping between periodical areas. Resulted
amended aggregated periodical areas and the combined
repetitive areas constitute the final set of periodical areas
identified by the periodicity identification unit.

Those versed in the art will readily appreciate that the
disclosed subject matter is not bound by handling the over-
lapping areas as described above. Likewise, by way of non-
limiting example, the teachings are applicable when the num-
ber of adjusted and combined overlapped periodical areas is
not limited by two areas. By way of another non-limiting
example, the disclosed teachings are applicable when the
basic cells are overlapped between themselves constituting a
chessboard-like structure illustrated in FIG. 8C. As illus-
trated, a cell10 850 comprising 3x3 simple array of'cell 2 with
periodicity value Cx in X direction overlap in top-level coor-
dinate system with cell 11 853 also comprising 3x3 simple
array of cell 2 with periodicity value Cx. These two cells can
be combined in periodical area 812. Optionally, a periodical
area can be included in the final set of periodical areas only if
matching a size-related criterion. By way of non-limiting
example, the size-related criterion can be defined in accor-
dance with the real size of the basic elements which can differ
from design data size. Alternatively or additionally, the size-
related criterion can be defined in accordance with inspected
stage of the manufacturing process (e.g. if mask dimensions
ofadiearescaled (e.g. as 4:1) relative to the dimensions of the
die on a wafer, then minimal size of periodical areas for mask
inspection may be different than minimal area size for wafer
inspection). Alternatively or additionally, the size related cri-
terion can also depend on a scale characterizing manufactur-
ing and/or inspection process.
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The final set of periodical areas further comprises period-
icity values characterizing the respective periodical areas.
Those versed in the art will readily appreciate that if Ca is a
periodicity value of a periodical area then value k*Ca, where
k is any positive integer number, can be also assigned as
periodicity value of this periodical area.

Generally, assigning of smaller periodicity value is prefer-
able. Optionally, as illustrated by way of non-limiting
examples in FIGS. 9A-9B, in some cases periodicity value
defined by shift between anchor points of two neighboring
basic cells can be further reduced (or otherwise adjusted) after
additional analysis of cells’ pattern and/or their relative loca-
tion. The periodical area 901 illustrated in FIG. 9A comprises
3x3 periodical array of cell2 with periodicity value Cx,
wherein cells neighboring in X direction have common
boundaries. The periodical area 902, derived from the peri-
odical area 901 by OR operation, comprises one-dimensional
array 1x3 which can be characterized in X direction by any
appropriate periodicity value in a range (0, 3Cx). Cell
“cell12” 950 illustrated in FIG. 9B comprises two rectangles
with Cx/2 shift in X direction. Accordingly, the periodical
area 903 comprising 3x1 array of celll2 with periodicity
value Cx can be characterized, upon analyses of cell12 pat-
tern, by periodicity value Cx/2.

Those versed in the art will readily appreciate that gener-
ating the final set of periodical areas is not bound by the
sequence of operations detailed with reference to block 409
and block 411. Optionally, a final set of periodical areas can
be generated in 2 steps: off-line step generating a set com-
prising aggregated periodical areas and the combined repeti-
tive areas, and an on-line step provided during inspection and
comprising tuning this set in accordance with inspection tools
and inspection requirements. By way of non-limiting
example, atool operating merely inY direction cannot inspect
an area with periodicity only in X direction, hence such areas
shall be filtered out during the on-line step of recipe-creation.

Periodicity of a certain area depends not only on repetitive-
ness of the basic cells, but also on other design elements
which correspond to non-repetitive pattern within the area
and break its repetitiveness (e.g. non-repetitive boundary,
path, SREF elements in case of GDSII format; rectangle,
polygon, path, trapezoid, etc. elements in case of OASIS
format, etc.) Accordingly, the periodicity identification unit
can be further operable to verify the repetitiveness of the
generated periodical areas in view of repetitiveness breakers.

For each periodical area in the final set of periodical areas
(and/or in the simple periodical areas), the periodicity iden-
tification unit analyses design data in order to identify all
repetitiveness breakers within the periodical area. For
example, the periodicity identification unit can consider the
periodical area as a clipping rectangle and use the design data
to collect all structure elements overlapping with the rect-
angle, excluding the basic cells. If collected, the periodicity
identification unit further identifies these structure elements
(or, optionally, part thereof matching a predefined criteria) as
repetitiveness breakers. Upon identifying the repetitiveness
breakers, the periodicity identification unit shrinks the peri-
odical area rectangle in such a way that all repetitiveness
breakers will not overlap with the shrunk area and updates the
final set of periodical areas. Optionally, if the shrunken area
does not match size-related criterion, the respective periodi-
cal area can be excluded from the final set. A non-limiting
example of a periodical area 1001 comprising repetitiveness
breakers 1002 and 1003 is illustrated in FIG. 10. Upon shrink-
ing, the periodical area 1004 does not comprise repetitiveness
breakers.
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Returning to FIG. 4, at block 414, the periodicity identifi-
cation unit uses final set of periodical areas for automated
recipe generation. The periodicity values characterizing the
respective periodical areas are further translated in real-size
values in accordance with scale factor characterizing relation-
ship between design data and wafer (or mask or other layer
generated in the manufacturing process). The real-size value
can be further adjusted in accordance with a given metrology
tool and/or inspection process (e.g. multiplied in order to
match the respective size of pixels, round to in order to match
the respective size of pixels, and/or otherwise).

FIG. 11 illustrates a schematic functional block diagram of
an exemplary manufacturing tool 1100. For purpose of illus-
tration only, FIG. 11 illustrates a manufacturing tool 1100
based on a scanning electron microscope (SEM) 1101. Manu-
facturing tool can be based on, by way of non-limiting
example, optical inspection tools, atomic force microscopes
and others. The manufacturing tool 1100 can include a SEM
1101 and a processing unit 1102. The SEM 1101 can use a
beam 1103 of electrons which can be shaped and focused by
a lens system using magnetic and electrostatic “lenses” (not
shown) within an electron column 1104. The lens system can
be designed to control the trajectory and focal length of the
beam 1103 such that the electron beam focuses on a semicon-
ductor structure 1105 placed in a vacuum sample chamber
1106. The vacuum sample chamber 1106 can include a X-Y
stage 1107 and a secondary electron detector 1108. The X-Y
stage 1107 can be adapted to move in an optional direction on
a X-Y plane responsive to a control signal received from a
control unit 1109. The secondary electron detector 1108 can
be adapted to detect secondary electrons, reflected electrons
and/or back scattered electrons emitted from the surface of
the semiconductor structure 1105 irradiated with the electron
beam 1103, and to provide the detected results to an image
processing unit 110 1110. The image processing unit 1110
can be configured to receive the detected results of the sec-
ondary electron detector 1108 and to process the received
data to provide a SEM image. The SEM image can be sent to
the processing unit 1102 for further analyses to derive metrol-
ogy data and store the SEM image and/or derivatives thereof.
Optionally, the control unit 1109 can be further operatively
coupled to the secondary electron detector 1108 and the pro-
cessing unit 1102. The processing unit 1102 can be further
configured to accommodate or store one or more manufac-
turing recipes (e.g., inspection recipe for inspecting a wafer).
A manufacturing recipe can be initially generated oft-line and
further adjusted to a given manufacturing tool and/or process.
The processing unit 1102 can further provide instructions to
the control unit 1109 in accordance with the appropriate
manufacturing recipe.

The processing unit 1102 can include a recipe creation unit
1112 having a periodicity identification unit 1113 to identity
periodical areas using design data to generate a manufactur-
ing recipe.

FIG. 12 is a diagram of one embodiment of a computer
system for creating a recipe for a metrology tool using design
data. Within the computer system 1200 is a set of instructions
for causing the machine to perform any one or more of the
methodologies discussed herein. In alternative embodiments,
the machine may be connected (e.g., networked) to other
machines in a LAN, an intranet, an extranet, or the Internet.
The machine can operate in the capacity of a server or a client
machine (e.g., a client computer executing the browser and
the server computer executing the automated task delegation
and project management) in a client-server network environ-
ment, or as a peer machine in a peer-to-peer (or distributed)
network environment. The machine may be a personal com-
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puter (PC), a tablet PC, a console device or set-top box (STB),
a Personal Digital Assistant (PDA), a cellular telephone, a
web appliance, a server, a network router, switch or bridge, or
any machine capable of executing a set of instructions (se-
quential or otherwise) that specify actions to be taken by that
machine. Further, while only a single machine is illustrated,
the term “machine” shall also be taken to include any collec-
tion of machines (e.g., computers) that individually or jointly
execute a set (or multiple sets) of instructions to perform any
one or more of the methodologies discussed herein.

The exemplary computer system 1200 includes a process-
ing device 1202, a main memory 1204 (e.g., read-only
memory (ROM), flash memory, dynamic random access
memory (DRAM) such as synchronous DRAM (SDRAM) or
DRAM (RDRAM), etc.), a static memory 1206 (e.g., flash
memory, static random access memory (SRAM), etc.), and a
secondary memory 1216 (e.g., a data storage device in the
form of a drive unit, which may include fixed or removable
computer-readable storage medium), which communicate
with each other via a bus 1208.

Processing device 1202 represents one or more general-
purpose processing devices such as a microprocessor, central
processing unit, or the like. More particularly, the processing
device 1202 may be a complex instruction set computing
(CISC) microprocessor, reduced instruction set computing
(RISC) microprocessor, very long instruction word (VLIW)
microprocessor, processor implementing other instruction
sets, or processors implementing a combination of instruction
sets. Processing device 1202 may also be one or more special-
purpose processing devices such as an application specific
integrated circuit (ASIC), a field programmable gate array
(FPGA), a digital signal processor (DSP), network processor,
or the like. Processing device 1202 is configured to execute
the instructions 1226 for performing the operations and steps
discussed herein.

The computer system 1200 may further include a network
interface device 1222. The computer system 1200 also may
include a video display unit 1210 (e.g., aliquid crystal display
(LCD) or a cathode ray tube (CRT)) connected to the com-
puter system through a graphics port and graphics chipset, an
alphanumeric input device 1212 (e.g., a keyboard), a cursor
control device 1214 (e.g., a mouse), and a signal generation
device 1220 (e.g., a speaker).

The secondary memory 1216 may include a machine-read-
able storage medium (or more specifically a computer-read-
able storage medium) 1224 on which is stored one or more
sets of instructions 1226 embodying any one or more of the
methodologies or functions described herein. The instruc-
tions 1226 may also reside, completely or at least partially,
within the main memory 1204 and/or within the processing
device 1202 during execution thereof by the computer system
1200, the main memory 1204 and the processing device 1202
also constituting machine-readable storage media. The
instructions 1226 may further be transmitted or received over
a network 1218 via the network interface device 1222.

The computer-readable storage medium 1224 may also be
used to store the instructions 1226 persistently. While the
computer-readable storage medium 1224 is shown in an
exemplary embodiment to be a single medium, the term
“computer-readable storage medium” should be taken to
include a single medium or multiple media (e.g., a centralized
or distributed database, and/or associated caches and servers)
that store the one or more sets of instructions. The terms
“computer-readable storage medium” shall also be taken to
include any medium that is capable of storing or encoding a
set of instructions for execution by the machine and that cause
the machine to perform any one or more of the methodologies
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of the present invention. The term “computer-readable stor-
age medium” shall accordingly be taken to include, but not be
limited to, solid-state memories, and optical and magnetic
media.

The instructions 1226, components and other features
described herein (for example in relation to FIG. 3) can be
implemented as discrete hardware components or integrated
in the functionality of hardware components such as ASICS,
FPGAs, DSPs or similar devices. In addition, the instructions
1226 can be implemented as firmware or functional circuitry
within hardware devices. Further, the instructions 1226 can
be implemented in any combination hardware devices and
software components.

In the above description, numerous details are set forth. It
will be apparent, however, to one skilled in the art, that the
present invention may be practiced without these specific
details. In some instances, well-known structures and devices
are shown in block diagram form, rather than in detail, in
order to avoid obscuring the present invention.

Some portions of the detailed description which follows
are presented in terms of algorithms and symbolic represen-
tations of operations on data bits within a computer memory.
These algorithmic descriptions and representations are the
means used by those skilled in the data processing arts to most
effectively convey the substance of their work to others
skilled in the art. An algorithm is here, and generally, con-
ceived to be a self-consistent sequence of steps leading to a
result. The steps are those requiring physical manipulations
of physical quantities. Usually, though not necessarily, these
quantities take the form of electrical or magnetic signals
capable of being stored, transferred, combined, compared,
and otherwise manipulated. It has proven convenient at times,
principally for reasons of common usage, to refer to these
signals as bits, values, elements, symbols, characters, terms,
numbers, or the like.

It should be borne in mind, however, that all of these and
similar terms are to be associated with the appropriate physi-
cal quantities and are merely convenient labels applied to
these quantities. Unless specifically stated otherwise as
apparent from the following discussion, it is appreciated that
throughout the description, discussions utilizing terms such
as “obtaining,” “selecting,” “generating,” “identifying,” or the
like, refer to the actions and processes of a computer system,
or similar electronic computing device, that manipulates and
transforms data represented as physical (e.g., electronic)
quantities within the computer system’s registers and memo-
ries into other data similarly represented as physical quanti-
ties within the computer system memories or registers or
other such information storage, transmission or display
devices.

Embodiments of the invention also relate to an apparatus
for performing the operations herein. This apparatus can be
specially constructed for the required purposes, or it can
comprise a general purpose computer system specifically
programmed by a computer program stored in the computer
system. Such a computer program can be stored in a com-
puter-readable storage medium, such as, but not limited to,
any type of disk including optical disks, CD-ROMs, and
magnetic-optical disks, read-only memories (ROMs), ran-
dom access memories (RAMs), EPROMs, EEPROMs, mag-
netic or optical cards, or any type of media suitable for storing
electronic instructions.

The algorithms and displays presented herein are not inher-
ently related to any particular computer or other apparatus.
Various general purpose systems can be used with programs
in accordance with the teachings herein, or it may prove
convenient to construct a more specialized apparatus to per-
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form the method steps. The structure for a variety of these
systems will appear from the description below. In addition,
embodiments of the present invention are not described with
reference to any particular programming language. It will be
appreciated that a variety of programming languages can be
used to implement the teachings of embodiments of the
invention as described herein.

A computer-readable storage medium can include any
mechanism for storing information in a form readable by a
machine (e.g., a computer), but is not limited to, optical disks,
Compact Disc, Read-Only Memory (CD-ROMs), and mag-
neto-optical disks, Read-Only Memory (ROMs), Random
Access Memory (RAM), Erasable Programmable Read-Only
memory (EPROM), Electrically Erasable Programmable
Read-Only Memory (EEPROM), magnetic or optical cards,
flash memory, or the like.

Thus, a method and apparatus for creating a recipe for a
manufacturing tool using design data is described. It is to be
understood that the above description is intended to be illus-
trative and not restrictive. Many other embodiments will be
apparent to those of skill in the art upon reading and under-
standing the above description. The scope of the invention
should, therefore, be determined with reference to the
appended claims, along with the full scope of equivalents to
which such claims are entitled.

What is claimed is:

1. A computer-implemented method of creating a recipe
for inspecting a specimen, the method comprising:

directly deriving, from design data library usable for manu-

facturing the specimen, data informative of basic ele-
ments and hierarchical levels thereof, the derived data
representing design data;

upon selecting among the basic elements one or more basic

element of interest, identifying therebetween at least one
basic element that cannot be decomposed in any other
basic elements among the selected basic elements, thus
giving rise to at least one basic cell characterized by
respective hierarchical level;

processing the design data to extract location information

and periodicity values characterizing one or more areas
being, in coordinates of a top hierarchical level, periodi-
cal with respect to the at least one basic cell, wherein
extracting the periodicity values is provided with no
need in obtaining data from an image of the specimen;
and

processing the location information and the extracted peri-

odicity values to generate real-size parameters for cell-
to-cell inspection, thereby enabling automated creation
of recipe for inspecting the specimen.

2. The method of claim 1, wherein processing the design
data to extract the location information and the periodicity
values comprises:

generating at least one set of simple array cells, the set

corresponding to the top hierarchical level, wherein each
simple array cell comprises a repetitive pattern area with
respect to the basic cell; and

using said at least one set of simple array cells for identi-

fying the one or more areas being, in coordinates of the
top hierarchical level, periodical with respect to the at
least one basic cell.

3. The method of claim 2, wherein the at least one set of
simple array cells comprises at least two simple array cells
each corresponding to a different basic cell.

4. The method of claim 2, further comprising identifying in
coordinates of the top hierarchical level at least one first area
being periodical with respect to a first basic cell and at least
one second area overlapping with the at least one first area and
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being periodical with respect to a second basic cell, wherein
generating real-size parameters for cell-to-cell inspection is
provided based, at least, on periodicity values characterizing
the at least one first area, periodicity values characterizing the
at least one second area and parameters characterizing over-
lapping between the at least one first area and the at least one
second area.

5. The method of claim 4 wherein the second basic cell is
different from the first basic cell.

6. The method of claim 2, wherein the at least one set of
simple array cells comprises at least one simple array cell
characterized by hierarchical level lower than the top hierar-
chical level and by coordinates transformed to coordinates of
the top hierarchical level.

7. The method of claim 2, wherein generating the at least
one, corresponding to the top hierarchical level, set of simple
array cells comprises traversing design data up to the top
hierarchical level and generating for each traversed hierarchi-
cal level a set of corresponding simple array cells using a
respective set generated at a previous hierarchical level,
wherein at each given hierarchal level, set of corresponding
simple array cells is generated by analyzing, merely, inser-
tions of the basic cells from respective set of simple array cells
generated for previous hierarchical level.

8. The method of claim 1, wherein processing the extracted
periodicity values to generate real-size parameters for cell-
to-cell inspection is provided in accordance with at least one
criterion selected from a group constituted by: scale-factor
characterizing relationship between design data and a given
specimen, a given manufacturing tool, and a given manufac-
turing process.

9. The method of claim 1, wherein the design data usable
for manufacturing the specimen are provided in GDSII for-
mat or OASIS format.

10. A system capable of creating a recipe for inspecting a
specimen, the system comprising:

a memory storing design data library usable for manufac-

turing the specimen;

aprocessing device operatively coupled to the memory and

configured to:

directly derive, from the design data library, data infor-
mative of basic elements and hierarchical levels
thereof, the derived data representing design data;

enable selecting among the basic elements one or more
basic element of interest;

identify among the selected elements at least one basic
element that cannot be decomposed in any other
selected basic elements, thus giving rise to at least one
basic cell characterized by respective hierarchical
level;

process the design data to extract location information
and periodicity values characterizing one or more
areas being, in coordinates of a top hierarchical level,
periodical with respect to the at least one basic cell,
wherein extracting the periodicity values is provided
with no need in obtaining data from an image of the
specimen; and

process the extracted location information and period-
icity values to generate real-size parameters for cell-
to-cell inspection, thereby enabling automated cre-
ation of recipe for inspecting the specimen.

11. The system of claim 10, wherein the processing device
is configured to process the design data to extract the location
information and the periodicity values comprising:

generating at least one set of simple array cells, the set

corresponding to the top hierarchical level, wherein each
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simple array cell comprises a repetitive pattern area with
respect to the basic cell; and

using said at least one set of simple array cells for identi-

fying the one or more areas being, in coordinates of the
top hierarchical level, periodical with respect to the at
least one basic cell.

12. The system of claim 11, wherein the at least one set of
simple array cells comprises at least one simple array cell
characterized by hierarchical level lower than the top hierar-
chical level and by coordinates transformed to coordinates of
the top hierarchical level.

13. The system of claim 11, wherein the at least one set of
simple array cells comprises at least two simple array cells
each corresponding to a different basic cell.

14. The system of claim 11, wherein the processing device
is further configured to identify in coordinates of the top
hierarchical level at least one first area being periodical with
respect to a first basic cell and at least one second area over-
lapping with the at least one first area and being, in coordi-
nates of the top hierarchical level, periodical with respect to a
second basic cell, and wherein the processing device is fur-
ther configured to generate real-size parameters for cell-to-
cell inspection based, at least, on periodicity values charac-
terizing the at least one first area, periodicity values
characterizing the at least one second area and parameters
characterizing overlapping between the at least one first area
and the at least one second area.

15. The system of claim 10, wherein processing device is
configured to process the extracted periodicity values to gen-
erate real-size parameters for cell-to-cell inspection in accor-
dance with at least one criterion selected from a group con-
stituted by: scale-factor characterizing relationship between
design data and a given specimen, a given manufacturing tool,
and a given manufacturing process.

16. A non-transitory computer readable medium including
instructions that, when executed by a computer, cause the
computer to perform a method of creating a recipe for inspect-
ing a specimen, the method comprising:

directly deriving, from design data library usable for manu-

facturing the specimen, data informative of basic ele-
ments and hierarchical levels thereof, the derived data
representing design data;

upon selecting among the basic elements one or more basic

element of interest, identifying therebetween at least one
basic element that cannot be decomposed in any other
basic elements among the selected basic elements, thus
giving rise to at least one basic cell characterized by
respective hierarchical level;

processing the design data to extract location information

and periodicity values characterizing one or more areas
being, in coordinates of a top hierarchical level, periodi-
cal with respect to the at least one basic cell, wherein
extracting the periodicity values is provided with no
need in obtaining data from an image of the specimen;
and

processing the extracted location information and period-

icity values to generate real-size parameters for cell-to-
cell inspection, thereby enabling automated creation of
recipe for inspecting the specimen.

17. The non-transitory computer readable medium of claim
16, wherein processing the design data to extract the location
information and the periodicity values comprises:

generating at least one set of simple array cells, the set

corresponding to the top hierarchical level, wherein each
simple array cell comprises a repetitive pattern area with
respect to the basic cell; and
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using said at least one set of simple array cells for identi-
fying the one or more areas being, in coordinates of the
top hierarchical level, periodical with respect to the at
least one basic cell.

18. The non-transitory computer readable medium of claim
17, wherein the at least one set of simple array cells comprises
at least one simple array cell characterized by hierarchical
level lower than the top hierarchical level and by coordinates
transformed to coordinates of the top hierarchical level.

19. The non-transitory computer readable medium of claim
17, wherein the at least one set of simple array cells comprises
at least two simple array cells each corresponding to a differ-
ent basic cell.

20. The non-transitory computer readable medium of claim
17, further comprising identifying at least one first area being,
in coordinates of the top hierarchical level, periodical with
respect to a first basic cell and at least one second area over-
lapping with the at least one first area and being, in coordi-
nates of the top hierarchical level, periodical with respect to a
second basic cell, wherein generating real-size parameters for
cell-to-cell inspection is provided based, at least, on period-
icity values characterizing the at least one first area, period-
icity values characterizing the at least one second area and
parameters characterizing overlapping between the at least
one first area and the at least one second area.
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